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***** 1st Change *****
5.21
Architectural support for virtualized deployments

5.21.0
General

5GC supports different deployment scenarios, including but not limited to the options below:

-
A Network Function instance can be deployed as fully distributed, fully redundant, stateless, and fully scalable NF instance that provides the services from several locations and several execution instances in each location.

-
This type of deployments would typically not require support for addition or removal of NF instances for redundancy and scalability. In the case of an AMF this deployment option may use enablers like, addition of TNLA, removal of TNLA, TNLA release and rebinding of NGAP UE association to a new TNLA to the same AMF.

-
A Network Function instance can also be deployed such that several network function instances are present within a NF set provide fully distributed, fully redundant, stateless and scalability together as a set of NF instances.

-
This type of deployments may support for addition or rem oval of NF instances for redundancy and scalability. In the case of an AMF this deployment option may use enablers like, addition of AMFs and TNLAs, removal of AMFs and TNLAs, TNLA release and rebinding of NGAP UE associations to a new TNLA to different AMFs in the same AMF set.

-
The network can also be deployed such that seamless replacement, addition or removal of NF instance or NF services instance is possible and does not require specific (re-)configuration (e.g. point to point interfaces or UE specific binding) of both the running and the new component(s).
-
The SEPP, although not a Network Function instance, can also be deployed fully distributed, fully redundant, stateless, and fully scalable.
Also, deployments taking advantage of only some or any combination of concepts from each of the above options is possible.
***** 2nd Change *****
5.21.X
Support for high reliable deployment
5.21.X.1 
General 

In order to support high network reliability it shall be possible that when one NF fails, an alternative NF can seamlessly replace it, i.e. without specific (re-)configuration at the peer communicated NF,  and continue serving the UE. Similarly it is also required for the NF Service. 
And the high reliability design shall work in two communication modes, i.e. dirct communication and indirect communication. In the direct communication mode the NF consumer is involved in the reliability related procedures. In indirect communication mode the SFSF(Service Framwork Supporting Function) is involved in the reliability related procedures.
5.21.X.2
NF Set and NF Service Set
CP NF are grouped into NF sets, e.g. several SMF s are grouped into an SMF Set. The NFs within a NF set are of the same NF type , supporting the same functionalities, e.g. same network slices and same features, and share the storage information. The NFs within a NF set are interchangeable and may be deployed in different locations, e.g. different data center.
A NF set is identified by a Set ID. When the NF set is registered to NRF via OAM or SFSF, it include the associated NF set profile. The NF set profile includes the Set ID and other information about the NF set, e.g. NF type, S-NSSAIs supported, etc. When the NF registers to NRF, the NF profile includes the Set ID of the associated NF set. 

When a NF consumer discover a NF producer, based on the operator’s configuration the NRF return the candidate NF which may either be the NF instances or the NF set. In case the candidate NF producer is the NF set, when the NF cosumer communicates with the NF producer, the SFSF associated with the NF producer selects a NF instance from the indicated NF producer set to serve the NF consumer’s request.
A NF is composed of one or multiple NF services. Within a NF a NF service may have multiple instances. These multiple NF service instances are grouped into NF service set if they are interchangeable with each other, e.g. same function and version. If NF service instances within the NF are to be exposed outside, the NF services along with NF service set ID is registered in the NRF within the NF profile. Otherwise multiple NF Service instances withinin a NF Service set are made discoverable as a single NF service within the NF profile registered in NRF. 
5.21.X.3
Reliability of NFs within the same NF set
5.21.X.3.1
Direct mode communication

For direct mode communication, the NF consumer communicates with NF producer directly. The NF consumer may subscribe to status change notification of NF producer from NRF. If the NF consumer is notified by the NRF or detected by itself (e.g. request is not responded) that the NF producer is not available, the NF consumer selects another NF producer within  the same NF producer set. 
5.21.X.3.2
Indirect mode communication

For indirect mode communication, the NF consumer communicates with the NF producer via SFSF. The SFSF selects another NF producer within the same NF set if the original NF producer instance serving the UE is not available. It is implementation dependent on how the SFSF knows a NF producer instance is not available. 
5.21.X.3.3
Binding

Depend on the process the NF producer may need  UE context to handle the following request. In this case changing NF producer for each transaction is not efficient and in some cases even need be avoided, e.g. all the transactions of a complete procedure need be handled within the same NF. Hence, binding a UE context with a specific NF producer should be semi-permanent, i.e the NF producer should not be changed unless it is necessary. 

When the NF consumer communicates with the NF producer, the NF producer returns a binding information to the NF consumer. The NF consumer stores the received binding information. Based on the received binding information the binding is established with the NF producer set, or a specific NF producer set and its associated location, or the NF producer. In following requests, the NF consumer always includes the binding information in the message, 
For direct mode communication, the binding is realized by the NF consumer, i.e. the consumer does not change the NF producer for the following communication unless the failure of NF producer is detected. 

For indirect mode communication, the binding is handled by SFSF. The SFSF selects the NF producer as following:

-
In case of the binding is established with the NF producer, the indicated NF producer is selected. If the indicated NF producer become unavailable, a different NF producer within the same Set is selected.

-
In case of the binding is established with the NF producer set, one of the NF producer from the indicated NF producer set is selected.

-
In case of the binding is established with the NF producer set for a given location, one of the NF producer from the indicated NF producer set corresponding to the given location is selected.

-
The NF producer may update the binding information to change the binding to a NF producer set,  or different NF producer  within the same set,  or different NF producer within the same set and location in any responses sent to NF consumer.

5.21.X.4
Reliability of NF service 
When the NF service is exposed outside and the failure of NF service is detected, the replacement NF service can be within the same NF or differen NF within the same NF set based on the network configuration. If the replacement NF service is within the same NF, the NF consumer select another NF service within the same NF.The NF that holds the NF service may change the handling NF producer service. If the replacement NF service is different NF within the same NF set, the NF reliability handling mechanism defined in 5.21.x.3 is used.  
When the NF service is not exposed outside, the reliability of NF service is handle within the NF. In this case if the failure of the NF service is detected, the NF reliability handling mechanism defined in 5.21.x.3 is used.  

***** End of Changes *****
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